
Lab 2.3 - Interpreting coefficients
Student

2025-04-09

Creating a multivariate model

For this assignment, we will be using data from the Seoul bicycle sharing system. In particular,
we want to try and create a model of the Rental.Count of all bicycles rented per day.

1



You should make a model that includes Rental.Count as the response variable and
at least 2 quantitative variables as predictor variables. You can find the variable
definitions here.

Forming expectations

1. Before starting, write a sentence or two on your expectation of the direction and strength
of the relationship between each of the predictor variables and the response variable

Checking model fit

2. Check the model fit via the summary() command information - does your model fit seem
reasonable? Why or why not?

3. Make a histogram of your residuals and a scatterplot of the residuals vs. fitted (or
predicted). What does this indicate about your model fit? Does this seem like an
appropriate model?

Revising the model

4. If the model does not appear to be a good fit, then revise it as best you can. If you have
reached 30 min after lab started, go ahead and move on with whatever model you have
so you will have time to complete the second half of the lab.

Interpreting the coefficients

Before we begin

1. First, identify what are the units of the predictor and response variables?

2. Second, make a table and identify what are reasonable values for the predictor vari-
ables and response variable. The table should include information about the 5 number
summary for each.

3. For what range(s) of our predictor and response variable(s) would our best fit line have
meaning and when would it not? Can you think of any cases or examples of observation
types that this model would not predict well?
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https://www.kaggle.com/datasets/joebeachcapital/seoul-bike-sharing


Interpreting the coefficients

3. Interpret the intercept. Does it have meaning in this case?

4. Interpret a one-unit change in each of the predictor variables on the response variable.
Do you think this is a lot or a little? Why?

5. Make a table and solve for the predicted value ( ̂𝑦) of the response variable at Q1 and Q3
of each of the predictor variables, holding the other predictor variable(s) at their mean.

Table 1: Coefficient magnitude examination

Predictions for ̂𝑦 𝑥𝑖 at Q1 𝑥𝑖 at mean 𝑥𝑖 at Q3
Response var 𝑥1
Response var 𝑥2
Response var 𝑥3

6. Does a change from the Q1 value to the Q3 of the predictor variable result in a large
change (in your opinion) in the predicted value ( ̂𝑦) of the response variable?

7. Another way to view the same information is via a marginal effects plot. We can use the
library sjPlot and the function plot_model() to assess how ̂𝑦 changes as the predictor
variable 𝑥𝑖 changes across its range, holding the other predictor variables at their mean
value. You can view the documentation for the library here.

A sample command is the following:

library(sjPlot)

mod <- lm(data=mtcars, mpg ~ wt + hp)

plot_model(mod, type="pred", terms="wt")

• Create marginal plots of your predictor variables and interpret their meaning. Compare
your output to the table you created in Steps 5 & 6.

Making a decision

8. Decide whether each of your predictor variables has a substantively significant relation-
ship with the response variable.

9. If you have time, go back and try a more advanced model and repeat the above steps.
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https://cran.r-project.org/web/packages/sjPlot/vignettes/plot_marginal_effects.html
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